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ABSTRACT

Suppose there is an unknown number of species in an area of interest. A sample is collected and all the animals are identified according to their species. The purpose is to estimate the proportion $\theta$ of the animals that belong to undiscovered species. Point and interval estimators for $\theta$ are derived when the area is stratified into $K$ strata and observations are taken from each stratum. Use of proportional allocation is shown to be more efficient than simple random sampling. This model fits very well in software reliability estimation under beta testing, i.e., the software faults are detected by complaints from the users. Many difficult situations in software testing and reliability are overcome by this model.
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1. Introduction

Improving software reliability by testing is one of the most important components in software development. It has been estimated that in many projects, the efforts used
in testing can be around 50% of the total developmental cost (Myers, 1976). However, the use of the testing information to predict its future reliability is one of the major challenges in software engineering, because most reliability estimation theory developed for hardware cannot be applied. In typical hardware reliability estimation, a random sample from the hardware devices is collected, tested and their performance is used to make inference on other devices manufactured the same way. But in software, if bugs are found in testing, they will be removed after testing. Thus the released software is no long the same software tested. How do we assess the reliability of the software after debugging?

One estimator, the failure rate estimation based on a randomly selected testing sample from the users' inputs domain (called the operational profile), can be justified by statistical theory. It is the proportion estimation from a simple random sample. However, this method can be used only to estimate the reliability of the current software. Any debugging will make the traditional binomial type estimation invalid. Thus, reliability can be established only when testing is without failure (Miller et al., 1992). This is, of course, quite unlikely.

Most software reliability model uses testing history to predict the reliability, but there is no consensus on the right models for connecting the past testing history to the future reliability. For example, in the Musa's basic execution or Goel-Okumoto model, discussed in Musa, et al. (1987) and Goel and Okumoto (1984), also known as the Jelinski and Moranda model (1972) in statistical literature, assumes that every fault has the same failure rate. This model has also been used by many authors such as Dalal and Mallows (1988) and Yamada et al. (1993). The Littlewood-Verrall model (Littlewood and Verrall 1973, Littlewood 1981) relaxed the equal failure rate assumption by assuming that the fault failure rates are a sample from a gamma prior distribution. Neither the equal failure rate nor the gamma prior model can be justified in practice. Thus, some researchers would rather fit the testing history (cumulative faults encountered versus time) to a simple smooth curve and then extrapolate the fitted curve to the future. Among them are Musa’s logarithmic Poisson (LP) model, Weibull curve by Yamada et al. (1993) and many other curves discussed in Chapter 11 of Musa, et al. (1987). Again, the suitability of a curve can be checked only in the fitted portion.
Its extension to the unknown future can be dangerous. It often happens that several curves can fit the existing data equally well, but their extensions to the future disagree greatly. Other models such as time series model can be found in some recent literature, e.g., Singpurwalla and Wilson (1999).

The above discussion indicates that it is difficult, if not impossible, to ascertain a highly reliable software through pre-release testing, although high reliability is a typical requirement for software performance. However, if the software is in use, we can use the information gathered from users to revise the software. Continual revision is a common practice in software maintenance. The information gathered this way is equivalent to use users as testers. It is called operational testing, or beta testing. Beta testing not only has the merit of testing with a very large sample, but also has an operational profile is more realistic than the one used by a laboratory tester. Podgurski et al. (1993) also have noticed the merit of using operational testing to estimate reliability, but their method can be used only to estimate the current reliability, not the reliability after revision.

In beta testing, let $\Omega$ denote the operational profile, i.e., $\Omega$ contains all the possible inputs to the software. To simplify notation, we use real numbers to represent the elements in $\Omega$. For $x \in \Omega$, let $b(x)$ denote the consequence after $x$ being executed by the software. We define $b(x) = 0$ if the output is correct and $b(x) = j$ if the $j$th "fault" is encountered. The term "fault" as used here represents a defect component that will cause some type of failure or incorrect output with certain inputs following the definition of Musa, et al. (1987, p. 236). Sometimes "bug", "defect" or "error" is also used for the term "fault." The definitions can be different, but it is difficult to make them precise (Frankl et al., 1998, §2.2). They are approximations to a similar phenomenon and cause no difference in the mathematical aspect of software reliability. Note that the $j$th fault cannot be numbered beforehand. It is just a symbol for one fault. If two inputs, $x_1$ and $x_2$, encounter the same fault, then $b(x_1) = b(x_2)$. After testing, we may find many faults. There may also be faults not found. It would be impractical and unnecessary to worry all of them, because some of them may cause little trouble to future users. What we need to know is the reliability after all the known faults being removed, i.e., the proportion of $x$ for which $b(x)$ is not known. This
is the same as to estimate the proportion of unrevealed species first studied by Good (1953). This analogy has been noticed by Goudie (1990), Chao et al. (1993), and Yang and Chao (1995). However, their discussion is still limited to the traditional testing such as cleanroom (Mills, et al., 1987) for small sample. The purpose of this paper is to apply this idea to large sample beta testing.

Since each user has his/her own area of interest, it is unrealistic to assume that every user’s inputs consist a random sample from the entire operational profile. Thus, the input domain \( \Omega \) should be partitioned into disjoint strata, also called bins in some software literature. Let there be \( K \) strata, denoted by \( \Omega_1, \Omega_2, ..., \Omega_K \). Moreover, we assume that when a user’s input is in stratum \( \Omega_k \), it is a random sample from \( \Omega_k \).

Thus, what we need to estimate is the unrevealed proportion in the population after stratified sampling. We will first develop its theory through the traditional notation in statistics literature, i.e., \( b(x) \) is the “species” \( x \) belongs to.

2. Estimating unrevealed proportion with stratified sampling

Without stratification, a simple version of this problem can be demonstrated in wildlife study. Suppose an area is surveyed and \( m \) species of insects were identified. What proportion of the insects that belong to some undiscovered species? We define this proportion to be \( \theta \). Note that \( \theta \) is a random variable, not a parameter. Good (1953) showed that \( S/n \) is a good estimate of \( \theta \), where \( n \) is the total number of observed animals and \( S \) is the number of species that have been observed only once, i.e., \( S \) is the number of singletons.

Note that \( \theta \) can also be interpreted as the probability that the next observation belongs to a new species. This interpretation is exactly what we mean software reliability, the probability that the next user will encounter an unrevealed fault.

The application in wildlife survey with stratified sampling is also easy to see because there is no reason to take simple random sample when the area of interest can be conveniently divided into strata according to their geological or ecological differences. We start with the estimation of \( \theta \).

Let the population \( \Omega \) can be partitioned into \( K \) disjoint strata \( \Omega_k, k = 1, ..., K \).
Let $N_k$ be the size of $\Omega_k$ and the population size $N = \sum_{k=1}^{K} N_k$. Define the strata proportions as

$$\alpha_k = \frac{N_k}{N} \quad (1)$$

Let there be $M$ (unknown) species in the population and the proportion of species $i$ in stratum $k$ be $q_{ki}$. Apparently, $\sum_{i=1}^{M} q_{ki} = 1$ for all $k = 1, 2, ..., K$, and the proportion of species $i$ in the whole population is

$$q_i = \sum_{i=1}^{K} \alpha_k q_{ki}. \quad (2)$$

Throughout this paper we assume that all the $N_k$ are large and the $\alpha_k$'s are known. Suppose $n_k$ observations are taken from stratum $k$ and the total sample size is $n = n_1 + n_2 + ... + n_k$. Let

$$X_k(i) = \text{the number of species } i \text{ discovered in stratum } k. \quad (3)$$

Then the unrevealed proportion is

$$\theta = \sum_{i=1}^{M} q_i I[X_k(i) = 0, \text{ for all } k = 1, ..., K], \quad (4)$$

where $I[A]$ is the indicator function which takes value 1 if $A$ is true and 0 otherwise. Since

$$E[X_k(i) = 0 \text{ for all } k = 1, 2, ..., K] = \prod_{l=1}^{K} (1 - q_{lk})^{n_l},$$

we have,

$$E[\theta] = \sum_{k=1}^{K} \alpha_k \sum_{i=1}^{M} q_{ki} \prod_{l=1}^{K} (1 - q_{lk})^{n_l}. \quad (5)$$

To estimate $\theta$ in (4), we define all the species that appear only once in all the strata as the inter-stratum singletons. This number is denoted by $S$. Since a inter-stratum singleton appears only once, it must have occurred in one and only one of the strata. Let $S_k$ denote the number of inter-stratum singletons that appear in stratum $k$. Apparently, $S = \sum_{k=1}^{K} S_k$. If we let

$$\hat{\theta} = \sum_{k=1}^{K} \frac{\alpha_k S_k}{n_k}, \quad (6)$$
then the expected value of $\hat{\theta}$ becomes

$$
E[\hat{\theta}] = \sum_{k=1}^{K} \frac{\alpha_k}{n_k} \sum_{i=1}^{M} q_{ki} (1 - q_{ki})^{n_k-1} \prod_{l \neq k} (1 - q_{li})^{n_l} \tag{7}
= \sum_{k=1}^{K} \alpha_k \sum_{i=1}^{M} q_{ki} \prod_{l=1}^{K} (1 - q_{li})^{n_l} / (1 - q_{ki})
\approx E[\theta]
$$

The last step of (7) is based on the assumption $(1 - q_{ki})^{n_k-1} \approx (1 - q_{ki})^{n_k}$, because if $q_{ki}$ is large, it should have been discovered and this $i$ will not appear in the summation of (4). Thus, $\hat{\theta}$ is nearly an unbiased estimator of $\theta$. The mean square error between $\hat{\theta}$ and $\theta$ can be shown as follows:

$$
e^2 = E(\hat{\theta} - \theta)^2 \approx \sum_{k=1}^{K} \frac{\alpha_k^2}{n_k} \sum_{i} q_{ki} (1 - q_{ki})^{n_k-1} \prod_{l \neq k} (1 - q_{li})^{n_l}$$
$$+ \sum_{k=1}^{K} \alpha_k^2 \sum_{i} q_{ki} \prod_{l=1}^{K} (1 - q_{li})^{n_l}$$
$$- \sum_{k=1}^{K} \frac{\alpha_k^2}{n_k} \sum_{i<j} q_{ki} q_{kj} (1 - q_{ki} - q_{kj})^{n_k-2} \prod_{l \neq k} (1 - q_{li} - q_{lj})^{n_l}$$
$$+ 2 \sum \sum_{k<k'} \alpha_k \alpha_{k'} \sum_{i} q_{ki} q_{k'i} \prod_{l=1}^{K} (1 - q_{li})^{n_l} + 2 \sum \sum_{k<k'} \alpha_k \alpha_{k'} f_{11}^{kk'}.$$  

The justification of (8) is in Appendix A. Though $e^2$ involves many parameters, it can be estimated by

$$
e^2 = \sum_{k=1}^{K} \frac{\alpha_k^2}{n_k} [f_1^{(k)} / n_k] + 2 f_2^{(k)} / n_k - (f_1^{(k)} / n_k)^2 + 2 \sum \sum_{k<k'} \alpha_k \alpha_{k'} f_{11}^{kk'}, \text{ where,}
$$

$$f_1^{(k)} = \sum_{i=1}^{M} I[\text{species } i \text{ is a inter-stratum singleton and appears in stratum } k] = S_k$$

$$f_2^{(k)} = \sum_{i=1}^{M} I[\text{species } i \text{ is a inter-stratum doubleton and appears in stratum } k]$$

$$f_{11}^{(kk')} = \sum_{i=1}^{M} I[\text{species } i \text{ is a inter-stratum doubleton and appears in stratum } k \text{ and } k']$$
and a doubleton means that a species appeared exactly twice. The justification is again given in Appendix A. Moreover, we have established the asymptotic normality of \( \hat{\theta} - \theta \). Thus, a \((1 - \alpha)\) 100\% confidence interval for \( \theta \) is approximately

\[
\hat{\theta} \pm z_{\alpha/2} \hat{e},
\]

where \( z_{\alpha/2} \) is the \( \alpha/2 \) upper quantile of a standard normal distribution. Since the derivation of the asymptotic normality is quite complex, we show its main steps in Appendix B. To see how the asymptotic results work for practically acceptable sample sizes, a simulation study is presented in Section 4.

3. Sample allocation

Given the total sample size \( n \), how should one allocate the sample sizes \( n_k \) in each stratum? Since (8) depends on the unknown parameters \( q_{ki} \), it is unlikely that one can construct the optimal allocation with minimum mean square error. Since \( \alpha_k \)'s are known, we can use the proportional allocation by letting \( n_k = n \alpha_k \). We will show that this allocation produces a smaller mean square error than a simple random sample of the same sample size. Using proportional allocation, (8) becomes

\[
e_p^2 \equiv E[\hat{\theta}_p - \theta_p]^2
\]

\[
= \sum_{i=1}^M \prod_{l=1}^K (1 - q_{li})^{n_l} \left\{ \frac{1}{n} \sum_{k=1}^K \alpha_k q_{ki} + \left( \sum_{k=1}^K \alpha_k q_{ki} \right)^2 \right\}
\]

\[
= \sum_{i=1}^M q_i \prod_{l=1}^K (1 - q_{li})^{n_l} \left\{ \frac{1}{n} + q_i \right\}
\]

For simple random sampling, all the strata are lumped together and the estimate of \( \theta \) is

\[
\hat{\theta}_s = \text{number of singletons}/n
\]

and

\[
e_s^2 \equiv E[\hat{\theta}_s - \theta_s]^2 = \sum_{i=1}^M q_i (1 - q_i)^n \left( \frac{1}{n} + q_i \right).
\]
It can be shown that $e_s^2 \geq e_p^2$ (in Appendix C). Since $\theta$ is a random variable, to make the mean square error $E[(\hat{\theta} - \theta)^2]$ small for any estimator $\hat{\theta}$ is not the only criterion to judge different sampling schemes. For example, if we do not take any observation, we have $\hat{\theta} = \theta = 1$. Though $E[(\hat{\theta} - \theta)^2] = 0$, this is obviously not a good sampling strategy. We also want $E[\theta] \approx E[\hat{\theta}]$ small. It has been shown, also in Appendix C, that $E[\hat{\theta}_s] \geq E[\hat{\theta}_p]$. Thus, it is fair to conclude that the stratified sampling with proportional allocation is better than a non-stratified random sampling.

4. Simulation

To see how the asymptotic theory works for a sample of reasonable size in beta testing, we have done the following simulation study. One main variable in simulating software testing and debugging process is the fault distribution. Without loss of generality, we may arrange the faults in a monotonic decreasing order according to their failure rates. Five types of decreasing rates, exponential, Zipf’s law, constant, random, and Adams IBM data (Adams, 1984), were used by Yang and Chao (1995) to cover large variations of fault distributions. We feel that Adams’ data in Table 1 is the closest to most real fault distributions; there are many small faults that are difficult to detect. However, due to the difficulty in estimating each failure rate accurately, the Adams’ data set uses a constant failure rate in each category as an approximation. To check the robustness of this approximation, we have replaced them by exponentially decreasing failure rates in the simulation. For example, the last category in Table 1 originally contains 75 faults with equal failure rate $q_i = 3.2 \times 10^{-6}$. They are replaced by $q_i = \alpha \times \lambda^i$ with the middle point $q_{38} = 3.2 \times 10^{-6}$ and the total $\sum_{i=1}^{75} q_i = 75 \times 3.2 \times 10^{-6}$. The results are very similar to the data in the original table. In our simulation, we assume that the operational profile can be divided into four strata as shown in the second row of Table 2. Some faults are assigned into the common portion of the program. The notation $A/2$ in Table 2 means that $1/2$ of the faults in Table 1 are assigned to the common operational part of the software. The fourth row shows that strata 1 and 3 share a common portion that contains a quarter $(A/4)$ of the faults in Table 1, and the next row indicates that strata 1, 2 and 4 share another quarter $(A/4)$ of the faults
in Table 1. The same rules apply to the next two rows. Since the numbers of faults in Table 1 are not all even numbers, a random assignment is used when they are split into two. For example, 7 is split into 3 and 4. The same rule applies when the faults are split into four parts.

Since operational testing can absorb a large number of testing cases, \( n = 10^4, 10^5 \) and \( 10^6 \) were used. Many other combinations of the usage proportion \( \{\alpha_i, i = 1, \ldots, 4\} \) were also used, but the results were similar. Only the result for \( \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 0.25 \) is presented in Table 4. Proportional sampling is assumed, i.e., the reporting from each stratum is proportional to the stratum size. The results are based on 3,000 simulation trials for each \( n \). The results in Table 4 show that the bias \( E[\hat{\theta}] - E[\theta] \) is small as expected and the estimated root mean square error (ERMSE, see Table 3 for definition) is close to the true root mean square error (RMSE). The normal approximation works the best if \( Z \equiv (\hat{\theta} - \theta) / \sqrt{\hat{e}^2} \) is approximately a standard normal distribution with the mean \( E[Z] = 0 \), variance \( V[Z] = 1 \), skewness \( S[Z] = 0 \) and kurtosis \( K[Z] = 3 \). For small \( \theta \) or large \( n \), the skewness and kurtosis are not close to their ideal values. This does not contradict the asymptotic normality because in the proof we require that the species proportions decrease as the sample size increases to avoid the no error degenerating case at a large sample (relative to the small proportions). Since the faults are fixed in our simulation, we do not expect the asymptotic normality works for all \( n \), but (10) still provides a good guideline.

5. Comparison with existing methods in software testing

It is difficult to compare the new method with the dynamic model methods discussed in Section 1. The key features in pre-release testing, such as cumulative failures under testing and debugging, do not exist in operational testing. However, we may compare the gain of using (6) with a special case in pre-release testing, i.e., when tests reveal no error. In operational testing, if the faults were removed after the cause for
Table 1  Fault Distribution from One of Adams’ Data Sets

<table>
<thead>
<tr>
<th>Number of faults</th>
<th>Failure rate ($q_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>0.0032</td>
</tr>
<tr>
<td>16</td>
<td>0.001</td>
</tr>
<tr>
<td>13</td>
<td>0.00032</td>
</tr>
<tr>
<td>48</td>
<td>0.0001</td>
</tr>
<tr>
<td>91</td>
<td>0.000032</td>
</tr>
<tr>
<td>82</td>
<td>0.00001</td>
</tr>
<tr>
<td>75</td>
<td>0.0000032</td>
</tr>
</tbody>
</table>

Table 2  Faults Partitioning According to an Operational Profile

<table>
<thead>
<tr>
<th>Operational profile strata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>A/2</td>
</tr>
<tr>
<td>A/4</td>
</tr>
</tbody>
</table>

Table 3  Definitions and Estimates for the Symbols in Table 4

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
<th>Estimate from simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS</td>
<td>$E[\theta] - E[\theta]$</td>
<td>$(\sum \theta_i - \sum \hat{\theta}_i)/s^*$</td>
</tr>
<tr>
<td>RMSE</td>
<td>${E(\hat{\theta} - \theta)^2}^{1/2}$</td>
<td>${\sum (\hat{\theta}_i - \theta)^2/s}^{1/2}$</td>
</tr>
<tr>
<td>ERMSE</td>
<td>$</td>
<td>\hat{e}</td>
</tr>
<tr>
<td>$Z$</td>
<td>$(\hat{\theta} - \theta)/\sqrt{\hat{e}^2}$</td>
<td>histogram of $(\hat{\theta} - \theta)/\sqrt{\hat{e}^2}$</td>
</tr>
</tbody>
</table>

*The summation is always from $i = 1$ to $s$, where $s =$ simulation size=3,000. Subscript $i$ is the trial index indicating the value at the $i$th trial.
Table 4  Performance of using (6) as the $\theta$ estimator. Symbols are defined in Table 3.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(\theta)$</td>
<td>0.0068314</td>
<td>0.000999053</td>
<td>0.000018480</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.0000076</td>
<td>-0.000000934</td>
<td>-0.000000094</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0010305</td>
<td>0.000150136</td>
<td>0.000007899</td>
</tr>
<tr>
<td>ERMSE</td>
<td>0.0009610</td>
<td>0.000130626</td>
<td>0.000006158</td>
</tr>
<tr>
<td>$E[Z]$</td>
<td>-0.0459360</td>
<td>-0.0303118</td>
<td>-0.058330356</td>
</tr>
<tr>
<td>$V[Z]$</td>
<td>1.1787402</td>
<td>1.3348065</td>
<td>1.733800168</td>
</tr>
<tr>
<td>$S[Z]$</td>
<td>-0.5662937</td>
<td>-0.3583334</td>
<td>-1.463598791</td>
</tr>
<tr>
<td>$K[Z]$</td>
<td>4.4661881</td>
<td>5.2901182</td>
<td>11.069177476</td>
</tr>
</tbody>
</table>

Note: Because of a few small numbers, large decimals are used for the table uniformity. Reliability of these numbers can be extended only to two significant digits.

Each complaint has been investigated, then there would exist a time $T_0$ and from this time on, all the additional reports would produce no new faults. During the simulation, we let the failures be reported sequentially and consider from the time $T_0$ to the time of revision as testing without failure. Miller et al. (1987) provide a survey of methods that can be used to estimate the reliability in the no failure situation. Though there are many reasonable methods, there is no dominant one. The method they advocate is to find the Bayesian posterior distribution of $\theta$ with a beta prior distribution. Suppose $t$ tests have been done without failure. Then the Bayesian point estimate of $\theta$ is

$$\tilde{\theta} = \frac{a}{t + a + b},$$  \hspace{1cm} (13)

where $a$ and $b$ are the two parameters in the beta prior distribution. When the operational profile is partitioned into $K$ strata, (13) becomes

$$\tilde{\theta} = \sum_{k=1}^{K} \alpha_i \frac{a_i}{t_i + a_i + b_i},$$

where $a_i$, $b_i$ and $t_i$ are the parameters for the beta prior distribution, and the number of tests without failure in stratum $i$. Without prior knowledge, the commonly used beta parameters are $a = b = a_i = b_i = 1$. Note that in this case,

$$\tilde{\theta} = \sum_{k=1}^{K} \alpha_i \frac{1}{t_i + 2} \approx \sum_{k=1}^{K} \alpha_i \frac{1}{t_i},$$  \hspace{1cm} (14)
How much gain do we have if (6) is used instead of (14)? In other words, how is (8) compared to
\[ \epsilon^2 \equiv E(\tilde{\theta} - \theta)^2? \] (15)
The results parallel to Table 4 are given in Table 5, where the symbols are defined as in Table 3 except for replacing \( \hat{\theta} \) by \( \tilde{\theta} \) and \( e^2 \) by \( \epsilon^2 \). Note \( E[\theta] \) are the same for both tables because it represent the same true failure rate after all the observed faults are removed. It is obvious that (14) is worse than (8) by a large magnitude. The large bias and mean square error make (14) inefficient in reliability estimation.

Table 5  Performance of using (14) as an estimator for \( \theta \). To be compared with Table 4.

<table>
<thead>
<tr>
<th>n</th>
<th>10^4</th>
<th>10^5</th>
<th>10^6</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS</td>
<td>0.029</td>
<td>0.011</td>
<td>0.00114</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.042</td>
<td>0.019</td>
<td>0.00337</td>
</tr>
<tr>
<td>ERMSE</td>
<td>0.021</td>
<td>0.008</td>
<td>0.00092</td>
</tr>
</tbody>
</table>

6. Concluding remarks

1. Random sample assumption is reasonable if we can partition \( \Omega \) fine enough. Note that the size of \( K \) does not affect our reliability estimation from the derivation in the previous two sections. Two sampling schemes are possible. One is active sampling: The software developer will call some randomly selected users regularly and ask them the intensity of their usage and the problems they have encountered. The only assumption needed here is that the users will cooperate. The other scheme is passive sampling: The software developer will ask the usage information only when a user is seeking help or reporting problems. Since only troubles are reported, passive sampling will give a conservative (lower) reliability estimate if the formulae for the active sampling is used. The theory developed in Section 2 would be best applicable under the active sampling
scheme.

2. A related problem to the estimation of the unrevealed proportion is the estimation of the number of (unrevealed) species. It can be intuitively and theoretically shown that the latter is a very difficult problem (Esty 1983, Bunge and Fitzpatrick 1993), because there can be a large number of extremely rare species that has almost no chance to appear in the sample. Hence, there is no way to ascertain this number with certainty, unless there are further assumptions on the population structure. Some of the assumptions are (1) a lower proportion bound (Stroke, 2003) or (2) beta type of prior (Hass et al., 2006). Nevertheless, the estimate of the unrevealed proportion provides useful information for the number of undiscovered species (Chao and Lee 1992). Software engineers have also worked on find unknown faults in a different direction. They try to estimate the properties of a module that make it more error-prone (see Ostrand, et al. 2005, and Zhou and Leung, 2006). The statistical theory behind those rule remains to be worked out.

3. A major criticism of software testing is the problem of determining the operational profile, i.e., the profile used by the tester may not be that of the future users. Using the estimate in (6) for $\theta$ in (4), one can estimate the reliability for any operational profile change in the future by changing the proportions $\{\alpha_k\}$. The derivations in Section 2 do not require $n_k/n$ to be the same as the future $\alpha_k$.

4. In many practical situations, new features are added when a software is revised. We may consider this as an operational profile extension from $\Omega_0$ to $\Omega_0 \cup \Omega_1$, where $\Omega_1$ is the input domain for the newly added features. The failure rate of the newly added portion cannot be estimated by the operational testing because it has not been used, but (4) and (6) can be easily adapted to this situation. Let $\theta$ be the true failure rate, $\alpha'$ be the usage proportion for the new domain $\Omega_1$, and $\hat{\theta}_1$ be an estimate of $\theta_1$ by any method used in conventional reliability estimation. Then an estimate of the new failure rate,

$$\theta = (1 - \alpha')\theta_0 + \alpha'\theta_1,$$

is to substitute $\theta_0$ and $\theta_1$ by their respective estimates $\hat{\theta}_0$ and $\hat{\theta}_1$. If $\alpha'$ is small, the overall reliability $\theta$ can still be estimated accurately.
Appendix A: Justification of (5) - (9)

Let
\[ \theta_k = \sum_{i=1}^{M} q_{ki} \mathbb{I}[X_k(i) = 0, \forall k] \]
\[ S_k = \sum_{i=1}^{M} \mathbb{I}[X_k(i) = 1 \text{ and } X_l(i) = 0, \forall l \neq k]. \]

The derivations of (5) and (7) are based on the following facts:
\[ EI[X_k(i) = 0, \forall k] = K \prod_{l=1}^{n} (1 - q_{li})^{n_l} \]
\[ EI[X_k(i) = 1 \text{ and } X_l(i) = 0, \forall l \neq k] = \left( \frac{n_k}{1} \right) q_{ki} (1 - q_{ki})^{n_k - 1} \prod_{l \neq k} (1 - q_{li})^{n_l} \]

To derive (8), note that
\[ (\hat{\theta} - \theta)^2 = \left\{ \sum_{k=1}^{K} \alpha_k \left( \frac{S_k}{n_k} - \theta_k \right) \right\}^2 \]
\[ = \sum_{k=1}^{K} \alpha_k^2 \left( \frac{S_k}{n_k} - \theta_k \right)^2 + 2 \sum_{k<k'} \alpha_k \alpha_{k'} \left( \frac{S_k}{n_k} - \theta_k \right) \left( \frac{S_{k'}}{n_{k'}} - \theta_{k'} \right) \]
\[ = \sum_{k=1}^{K} \alpha_k^2 \left( \frac{S_k^2}{n_k} - 2 \frac{S_k \theta_k}{n_k} + \theta_k^2 \right) \]
\[ + 2 \sum_{k<k'} \sum_{k<k'} \alpha_k \alpha_{k'} \left( \frac{S_k S_{k'}}{n_k n_{k'}} - \frac{\theta_k S_{k'}}{n_k} \frac{\theta_{k'} S_k}{n_{k'}} - \frac{\theta_{k'} S_k}{n_k} + \theta_k \theta_{k'} \right). \]

The expected values of all the terms can be worked out. For example,
\[ E[S_k \theta_k] = \sum_{i=1}^{M} \sum_{j \neq i} \left( \frac{n_k}{1} \right) q_{ki} q_{kj} (1 - q_{ki} - q_{kj})^{n_k - 1} \prod_{l \neq k} (1 - q_{li} - q_{lj})^{n_l}. \]

After algebraic simplification and the small \( q \) approximations like \( (1 - q_{ki})^{n_k - 1} \approx (1 - q_{ki})^{n_k} \), we have (8).

To justify (9), we need to find the expected values of the \( f \)'s in it. It can be easily seen that the first two terms in (9) and the the first two terms in (8) have the same expected values after using the \( q_{ij} \approx 0 \). The expected values of the third and fourth
terms in (9) can be found by
\[ E[f_{1(k)}^2] = E\left( \sum_{i=1}^{M} \sum_{j=1}^{M} I(X_k(i) = X_k(j) = 1; X_i^{n_k}(i) = X_i^{n_k}(j) = 0 \forall l \neq k) \right) \]
\[ = \sum_{i=1}^{M} \binom{n_k}{1} q_{ki} (1 - q_{ki})^{n_k-1} \prod_{l \neq k} (1 - q_{li})^{n_l} \]
\[ + \sum_{i=1}^{M} \sum_{j \neq i}^{M} \frac{n_k!}{1!(n_k-2)!} q_{ki} q_{kj} (1 - q_{ki} - q_{kj})^{n_k-2} \prod_{l \neq k} (1 - q_{li} - q_{lj})^{n_l}. \]
\[ E[f_{1(k')}^2] = \sum_{i=1}^{M} q_{ki} q_{k'i} (1 - q_{ki})^{n_k-1} (1 - q_{k'i})^{n_{k'}-1} \prod_{l \neq k, k'} (1 - q_{li})^{n_l}. \]
\[ \approx \sum_{i=1}^{M} q_{ki} q_{k'i} \prod_{l=1}^{K} (1 - q_{li})^{n_l}. \]

Appendix B: Derivation of asymptotic normality of \( \hat{\theta} - \theta \)

Our derivation follows the ideas of Holst (1979) and Esty (1983). We state only the steps of the proof. The detail can be obtained from any author of this paper.

Lemma 1. Let \((V, U_1, ..., U_K)\) be a \((k+1)\)-dimensional random vector, with \(U_1, ..., U_K\) integer-valued. Then the conditional characteristic function for \(V\) is
\[ E(e^{ivV} | U_1 = n_1, ..., U_k = n_k) = \frac{1}{(2\pi)^K} P(U_1 = n_1, ..., U_k = n_k) \int_{-\pi}^{\pi} ... \int_{-\pi}^{\pi} E^{i u_1(U_1-n_1) + ... + i u_k(U_k-n_k) + i v} du_1...du_K. \]

Let the notation \(X_k(i), \theta, \hat{\theta}\) remain the same as those in Appendix A. It can also be shown in the following lemma.

Lemma 2. For non-negative integers \(\{x_k(i)\}\) with \(\sum_{i=0}^{M} x_k(i) = n_k, P(X_k(i) = x_k(i); i = 0, ..., M) = P(Y_k(i) = x_k(i); i = 0, ..., M; \sum_{i=0}^{M} Y_k(i) = n_k)\) where \(\{Y_k(i)\}\) are independent random variables and \(Y_k(i)\) is Poisson with mean \(n_k q_{ki}\).

Some regularity conditions are necessary. 1) There should be a balance between the \(n_i\). Asymptotic normality cannot be reached if some of the \(n_i\)’s remaining small.
Thus, we require that \( n_i/n_j \) tends to a non-zero constant for all \( i \) and \( j \). 2) We have to avoid degenerating cases. In other words, if all the species can be easily discovered, there will be no estimation error. Thus, we require (Esty 1983, Theorem 1),

\[
\frac{E f_1^{(k)}}{n_k} \to 0 < d_1^{(k)} < 1, \quad \text{and} \quad \frac{E f_2^{(k)}}{n_k} \to d_2^{(k)} \geq 0, \forall k = 1, \ldots, M.
\]

Let \( f_k(X_1(i), \ldots, X_K(i)) = q_{ki} \), if \( X_k(i) = 0 \forall k \); \(-1/n_k \) if \( X_k(i) = 1 \) and \( X_l(i) = 0, \forall l \neq k \); and \( = 0 \) otherwise. Then

\[
\theta - \hat{\theta} = \sum_{k=1}^{K} \alpha_k \sum_{i=1}^{M} f_k(X_1(i), \ldots, X_K(i)).
\]

Let \( V = n_1^{1/2} \sum_{k=1}^{K} \alpha_k \sum_{i=1}^{M} f_k(X_1(i), \ldots, X_K(i)) \) and \( \rho_k = (n_1/n_2)^{1/2} \), then by the above two lemmas and Theorem 2 of Esty (1983), we have

\[
E e^{ivV} \to \frac{1}{(2\pi)^{K/2} e^{-v^2/2}} \left\{ \sum_{i=1}^{M} \alpha_i^2 \rho_i^2 n_1 q_i^2 \prod_{l=1}^{K} e^{-n_l q_{li}} \right\} + \sum_{i=1}^{M} \alpha_i^2 \rho_i^2 n_1 q_i^2 \prod_{l=1}^{K} e^{-n_l q_{li}} + \cdots
\]

\[
+ \left\{ \sum_{i=1}^{M} \alpha_i^2 \rho_i^2 n_1 q_i^2 \prod_{l=1}^{K} e^{-n_l q_{li}} \right\} + \sum_{i=1}^{M} \alpha_i^2 \rho_i^2 n_1 q_i^2 \prod_{l=1}^{K} e^{-n_l q_{li}}
\]

\[
= \sum_{i=1}^{M} \sum_{1 \leq j \leq l \leq K} 2\alpha_j \alpha_l \rho_j \rho_l q_j q_l \sqrt{n_j n_l} \prod_{i=1}^{K} e^{-n_l q_{li}}
\]

\[
\cdot \int_{-\infty}^{\infty} \exp(-\theta^2/2 + \nu \alpha_1 t_1) \sum_{i=1}^{M} q_i \prod_{l=1}^{K} e^{-n_l q_{li}} dt_1 \cdots
\]

\[
+ \int_{-\infty}^{\infty} \exp(-\theta^2/2 + \nu \alpha_K t_K) \sum_{i=1}^{M} q_{K_i} \prod_{l=1}^{K} e^{-n_l q_{li}} dt_K
\]

Hence \( \sqrt{n_1}(\theta - \hat{\theta}) \) has asymptotic variance

\[
\alpha_1^2 \rho_1^2 \sum_{i=1}^{M} n_1 q_i^2 \prod_{k=1}^{K} e^{-n_k q_{ki}} + \sum_{i=1}^{M} q_i \prod_{k=1}^{K} e^{-n_k q_{ki}} - (\sum_{i=1}^{M} q_i \prod_{k=1}^{K} e^{-n_k q_{ki}})^2 + \cdots
\]

\[
= \alpha_1^2 \rho_1^2 \left\{ \sum_{i=1}^{M} n_i q_i^2 \prod_{k=1}^{K} e^{-n_k q_{ki}} + \sum_{i=1}^{M} q_{K_i} \prod_{k=1}^{K} e^{-n_k q_{ki}} - (\sum_{i=1}^{M} q_{K_i} \prod_{k=1}^{K} e^{-n_k q_{ki}})^2 \right\}
\]

\[
+ \sum_{i=1}^{M} \sum_{1 \leq j \leq l \leq K} 2\alpha_j \alpha_l \rho_j \rho_l q_j q_l \sqrt{n_j n_l} \prod_{i=1}^{K} e^{-n_l q_{li}}
\].
The estimator of the variance of $\sqrt{n_1}(\theta - \hat{\theta})$ is
\[
\sum_{k=1}^{K} \alpha_k^2 \rho_k^2 \frac{f_1^{(k)}}{n_k} + 2 \frac{f_2^{(k)}}{n_k} \left( \frac{f_1^{(k)}}{n_k} \right)^2 + 2 \sum_{1 \leq j \leq l \leq K} \frac{n_1 \alpha_j \alpha_l}{n_j n_l} f_{11}^{(jl)} + O(1),
\]
which is equivalent to the variance estimator of $\hat{\theta} - \theta$ in (9).

Appendix C: Comparison of simple and proportional sampling

1. To prove $e_s^2 \geq e_p^2$ note that
\[
e_s^2 - e_p^2 = \sum_{i=1}^{M} q_i \left( \frac{1}{n} \right) \{(1 - q_i)^n - \prod_{l=1}^{K} (1 - q_{li})^n \}
\]
and because $\ln(1 - x)$ is a convex function, by Jensen’s inequality
\[
\ln(1 - \sum_{l=1}^{K} \alpha_l q_{li}) \geq \sum_{l=1}^{K} \alpha_l \ln(1 - q_{li}),
\]
or
\[
n \ln(1 - q_i) \geq \sum_{l=1}^{K} \alpha_l \ln(1 - q_{li}), \tag{17}
\]
Thus, (16) $\geq 0$, or $e_s^2 \geq e_p^2$.

2. To prove $E[\hat{\theta}_p] \leq E[\hat{\theta}_s]$, note that
\[
E[\hat{\theta}_s] = \sum_{i=1}^{M} q_i (1 - q_i)^n.
\]
Again by (17),
\[
E[\hat{\theta}_p] \leq \sum_{i=1}^{M} \sum_{k=1}^{K} \alpha_k q_{ki} (1 - q_i)^n = E[\hat{\theta}_s].
\]
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